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Abstract 

The beauty industry in Indonesia is experiencing rapid growth, particularly 

through e-commerce platforms like Tokopedia. Many businesses still rely on 

intuition for product management, including decisions related to stock and pricing. 

This study develops a machine learning-based classification model to identify 

beauty products with high sales potential on Tokopedia, considering factors such 

as price, rating, review count, and stock availability. Ten classification algorithms 

are applied, including Naive Bayes, SVM, K-Nearest Neighbors, Decision Tree, 

Random Forest, XGBoost, LightGBM, CatBoost, Extra Trees, and Multi-Layer 

Perceptron (MLP). The data is processed using Python on Google Colab. The 

results show that ensemble algorithms, particularly Random Forest, LightGBM, 

and Extra Trees, provide prediction accuracy above 91% and are highly effective 

in predicting best-selling products. Based on this model, businesses can optimize 

stock and pricing management to ensure that best-selling products are always 

available, thereby improving operational efficiency in a highly competitive 

market. This research offers a data-driven solution for more strategic and 

evidence-based product management on e-commerce platforms. 
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Introduction 

The global beauty industry is rapidly expanding and is expected to reach 

USD 677.19 billion by 2025, with Indonesia emerging as a key market (Statista, 

2025a). In Indonesia, e-commerce platforms such as Tokopedia, Shopee, and 

Bukalapak play a crucial role in distributing beauty products, with Tokopedia 

leading the sector (Statista, 2025b). However, with intense competition and a wide 

array of products, relying solely on intuition for business decisions is no longer 

sufficient. There is an increasing necessity to adopt a systematic, predictive, data-

driven approach for effective strategic and competitive product management 

(Pocchiari et al., 2024; Poláček et al., 2024). 

Currently, many sellers on e-commerce platforms like Tokopedia still 

manage inventory and pricing based on intuition, despite having access to data on 

ratings, reviews, and inventory on the platform. (Dabestani et al., 2025; Oancea, 

2023). A data-driven approach to product category management allows companies 

to make more precise and evidence-based decisions by utilizing transaction data, 

user reviews, and product attributes. (Chaube et al., 2025; Nguyen et al., 2024; T. 

C. Wang et al., 2023). However, there is an urgent need to immediately utilize this 

data to prevent falling behind in increasingly competitive markets. (Schmitt, 2023; 

Valencia-Arias et al., 2024). This gap indicates that, despite the availability of data, 

there remains no perfect method for incorporating key variables into a systematic 

classification model. 

This research is based on three significant gaps in the literature. First, at the 

input stage, no studies have simultaneously highlighted the influence of price, 

rating, reviews, the number of ratings, and stock on the classification of best-selling 

products, despite these five variables being important indicators in consumer 

purchasing decisions. (Nikose et al., 2022; X. Wang et al., 2024; X. Wu et al., 

2024). Second, during the process stage, although various prediction models, such 

as ensemble learning and deep learning, have been developed, no study has 

systematically compared the effectiveness of ten classification algorithms —both 

classical and modern —in the context of beauty products in Indonesia. (Agarwal & 

Yadav, 2024; Sharma et al., 2022; J. Wu et al., 2024). Third, from the output 

perspective, most existing classification models have not generated practical 

managerial advice on product stock and pricing management for e-commerce 

businesses. (D. Li et al., 2023; Rios & Vera, 2023; Yang et al., 2024). 

This study aims to develop a machine learning-based classification model 

to identify beauty products with the potential to become bestsellers on Tokopedia. 

To accomplish this, the study incorporates five primary predictor variables: price, 

rating, number of reviews, number of ratings, and stock. 

Price, rating, number of reviews, and stock are key factors influencing 

product sales, especially in the e-commerce context (Hirsch et al., 2025; Nikose et 

al., 2022; X. Wang et al., 2024). Competitive pricing can increase sales volume 

because consumers tend to choose products with more affordable prices (Nie et al., 

2024; Q. Zhang & Xiao, 2024). High ratings often indicate consumer confidence in 

a product's quality, which boosts the chances of it becoming a bestseller. (X. Wang 

et al., 2024; Zaghloul et al., 2024). Furthermore, a large number of reviews indicate 

that the product has been widely purchased and discussed by consumers, which 

increases the likelihood of its popularity and potential to become a bestseller 
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(Pocchiari et al., 2024; Yuhsiang & Lichung, 2024). Having sufficient stock is also 

crucial to ensure product availability and prevent lost sales, which can occur when 

consumers are unable to purchase the products they want due to stock shortages 

(Trapero et al., 2024; Xu et al., 2023). 

Based on the integration of these variables, the novelty of this study lies in 

three key aspects. First, it combines five important variables into a single 

classification model specifically for the beauty product category on Tokopedia, an 

area that has not been extensively explored in previous research (Nikose et al., 

2022; Y. Wang & Zhang, 2023; X. Wu et al., 2024). Second, comparing ten 

machine learning algorithms systematically in the context of local Indonesian e-

commerce highlights the need for a comprehensive predictive approach (Agarwal 

& Yadav, 2024; Nikose et al., 2022; Y. Wang & Zhang, 2023). Third, this model 

was developed not only for academic purposes but also to support operational 

business decisions. It is designed to be directly usable as a decision-making tool at 

the operational level of online stores in Indonesia, especially for managing the 

beauty product category.  

In implementing these models, machine learning-based classification 

methods are essential for predicting product sales in e-commerce. Several 

traditional algorithms, such as Naive Bayes, Support Vector Machine (SVM), K-

Nearest Neighbors (KNN), Decision Tree, and Random Forest, are commonly used 

to develop predictive models. At the same time, modern algorithms such as 

XGBoost, LightGBM, CatBoost, Extra Trees, and Multi-Layer Perceptron (MLP) 

offer enhanced accuracy and efficiency, particularly when handling large-scale and 

complex data. Combining these traditional and modern algorithms enables a 

comprehensive assessment of classification performance across various data 

contexts, including identifying the characteristics of products that have the potential 

to become best-sellers (Agarwal & Yadav, 2024; Hincapié-López et al., 2024; 

Sharma et al., 2022). 

E-commerce platforms like Tokopedia, Shopee, and Bukalapak utilize 

recommendation algorithms and predictive analytics to enhance the visibility of 

best-selling products, making it easier for consumers to find relevant items based 

on their past purchasing preferences (Nguyen et al., 2024; Valencia-Arias et al., 

2024). By integrating big data and machine learning analytical techniques, these 

platforms can track market trends, understand consumer behavior, and deliver more 

precise product recommendations (Nguyen et al., 2024; X. Wang et al., 2024). 

Applying sales prediction models, such as those using algorithms like XGBoost and 

LightGBM, helps optimize inventory and pricing while reducing losses from 

stockouts (Mahin et al., 2025; Tang et al., 2023). By utilizing sentiment analysis 

techniques to analyze product reviews, e-commerce platforms can gain deeper 

insights into consumer preferences and dynamically adjust their product offerings. 

(Le et al., 2024; Pocchiari et al., 2024). The implementation of this technology helps 

the platform predict and manage best-selling products efficiently, as well as design 

more effective marketing strategies (Chaube et al., 2025; J. Wu et al., 2024). 

This research offers practical benefits by helping business owners identify potential 

best-selling products, manage inventory efficiently, and set prices based on product 

performance data (Nie et al., 2024; Zhuang & Xu, 2025). Additionally, the chosen 

algorithms were selected based on their effectiveness in managing large and 

imbalanced datasets, with a focus on speed, accuracy, and the interpretability of the 
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results (Le et al., 2024; Mahin et al., 2025). This approach also aligns with the 

principles of data-driven business models (DDBM), which highlight the importance 

of data analytics in strategic decision-making and value creation in contemporary 

business management (Dabestani et al., 2025). To develop a strategy based on the 

classification results, this research draws on the strategic management process 

outlined by Wheelen and Hunger, which encompasses internal analysis, strategy 

formulation, implementation, and strategy evaluation (Khalif & Slim, 2024). 

Meanwhile, the proposed stock and pricing management strategy aligns with Kotler 

and Keller’s marketing principles, as supported by Gonen et al. (2024), who show 

that value-based pricing and segmented product strategies enhance both 

profitability and customer loyalty (Gonen et al., 2024). 

 

Methodology  
This research is a quantitative and descriptive study with a predictive 

approach that aims to develop a data-driven classification model to identify beauty 

products with the potential to become bestsellers on the Tokopedia platform. The 

primary focus of this study is to assess the impact of variables such as price, rating, 

number of reviews, number of ratings, and stock on product sales, and to create a 

classification model that categorizes products into best-selling and non-best-selling 

groups based on historical sales data.  

The research data was collected through web scraping using the Web Scraper 

extension on Google Chrome. The scraping focused on the beauty category on 

Tokopedia, encompassing various subcategories, including facial makeup, 

skincare, and hair products. A total of 2,790 entries were gathered, each 

representing a single product and including attributes like product name, price (in 

Rupiah), number of units sold, average user rating, number of ratings, number of 

reviews, and stock availability. Table 1 presents five sample entries from the raw 

dataset, highlighting key variables used in the analysis, including price, ratings, 

reviews, stock, and sales. 

 

Table 1. Five-Row Sample of Product Data from Tokopedia 

Product Price Rating 
Total 

Rating 

Total 

Review 
Stock Sales 

Lip ICE Sheer 

Color Lip Balm 

21.500 4.9 739 139 241 3.000 

Hanasui Lip Cream 

Boba Edition 

23.760 4.9 60 15 100 100 

Nuface Nu Matte 

Lip Cream 

20.600 4.6 88 74 47 500 

Azarine Tinted 

Lippie Cake 

38.200 4.9 149 149 23 750 

Lipgloss 

Maybelline 

75.000 5.0 62 6 990 500 

Source: Author’s Processed (2025) 

 

After data collection, a cleaning and transformation process was carried out 

using Python in Google Colab. This step involved removing duplicate data and 

empty values, converting numeric data types, and applying logarithmic 
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transformations to numeric variables with highly skewed distributions, such as 

price, number of ratings, number of reviews, stock, and quantity sold. These 

transformations aimed to stabilize variance, reduce outliers, and enhance the 

performance of the classification model. Additionally, normalization and 

standardization were performed before the modeling process.  

Next, the top 25% of products with the highest sales value (Q4 of log_sold) 

were grouped as best-selling products (label 1), while the rest were labeled 0, 

following the performance-based classification segmentation method described by 

Vijai Kotu and the leading subset classification practice in research by Chaube et 

al. (2025), which sets boundaries based on ranking and the highest predictive score 

(Chaube et al., 2025). 

To provide a complete overview of the research process, the following is a 

conceptual framework of the steps taken in this study. 

 

 
 

Figure 1. Process Conceptual Framework 

(Source: Author’s Processed) 

 

The modeling phase was carried out solely using a classification approach. 

The dataset was split into two parts: 80% for training and 20% for testing. Ten 

classification algorithms were employed to develop and compare the models, which 

are categorized into two main groups: classical and modern algorithms. Classical 

Dataset Collection 
(scraping data from Tokopedia) 

Data Preparation 
(cleaning, log transform, normalization) 

Classification Model 

Model Evaluation 

(Accuracy, Precision, Recall, F1-

Score) 

Business Strategies and Recommendations 

Classic: (5) 

Decision Tree, Random 

Forest, SVM, KNN, Naïve 

Bayes 

Modern: (5) 

XGBoost, LightGBM, 

CatBoost, Extra Trees, MLP 

Neural Network 

Labeling Process 
(top 25%) 

Feature Analysis 
(descriptive statistic, correlation matrix) 
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algorithms include Naive Bayes, Support Vector Machine (SVM), K-Nearest 

Neighbors (KNN), Decision Tree, and Random Forest. Modern algorithms include 

XGBoost, LightGBM, CatBoost, Extra Trees, and Multi-Layer Perceptron (MLP) 

Neural Network.  

Model evaluation was conducted using accuracy, precision, recall, and F1-

score metrics, focusing on performance in classifying best-selling products (class 

1). Furthermore, feature importance analysis was conducted to determine which 

variables were most influential in predicting product sales. The best model was then 

used as the basis for developing strategic recommendations for businesses, 

including more efficient, data-driven pricing and inventory management. 

 

Result and Discussion 
Result 

This research was motivated by the need for business owners to identify 

beauty products with the potential to become bestsellers on Tokopedia, thereby 

supporting more accurate decision-making in data-driven inventory management 

and pricing. To achieve this, a machine learning-based classification approach was 

used, considering key numeric variables such as price, rating, number of reviews, 

number of ratings, and stock availability. 

The dataset, comprising 2,790 web-scraped products, underwent several 

preprocessing steps, including removing duplicates and empty values, converting 

data types, and applying a logarithmic transformation to numeric variables to 

reduce skewness. The target variables were classified into two classes based on the 

upper quartile (the highest 25%) of the transformed sales data. This strategy draws 

on the performance segmentation approach proposed by Chaube et al. (2025). 

Descriptive statistics provide an overview of the distribution and variability 

of the key variables used in this study. Detailed data statistics are shown in Table 

2. 

 

Table 2. Descriptive Statistics 

 
Source: Author’s Processed (2025) 

 

Based on Table 2, the average product price is around Rp128,000, with an 

extensive range ranging from Rp0 to Rp10 million. This indicates the presence of 
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extreme values or the possibility of input errors. The average product rating is 

relatively high, at 4.86 on a scale of 1–5, with a low standard deviation (0.165), thus 

indicating relatively even customer satisfaction. However, the number of ratings 

and reviews exhibits significant variations, with averages of 178 and 97, 

respectively, and maximum values of 12,861 and 6,152. Product inventory also 

varies widely, ranging from 0 to 666,000 units, with an average of approximately 

3,218 units. The number of product sales ranges from 1 to 750 units, with 75 percent 

of products selling no more than 100 units. This uneven distribution suggests the 

need for a logarithmic transformation to normalize the data and prepare it for 

modeling. 

Correlation analysis revealed that the number of ratings and reviews had a 

positive correlation with sales, at 0.29 and 0.26, respectively. Conversely, price and 

ratings had a negative correlation with sales, indicating that the intensity of 

customer interactions, such as reviewing, had a greater impact on sales than high 

price or ratings alone. These correlation results are shown in Figure 2 and address 

the first question in the introduction regarding the relevance of predictors in 

explaining sales. 

 
Figure 2. Correlation Matrix  

(Source: Author’s Processed (2025)) 

 
The modeling process was carried out using ten classification algorithms 

divided into two categories: five classical algorithms (Naive Bayes, SVM, KNN, 
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Decision Tree, and Random Forest) and five modern algorithms (XGBoost, 

LightGBM, CatBoost, Extra Trees, and MLP Neural Network). Evaluation was 

carried out on test data (20%) using accuracy, precision, recall, and f1-score 

metrics, specifically for the "best-selling" product class. 

The analysis results show that the three algorithms with the best overall 

performance were Random Forest, LightGBM, and Extra Trees, each achieving an 

accuracy above 91% and a balanced F1 score. This finding provides an answer to 

the second question regarding the effectiveness of classification models in the e-

commerce context. Furthermore, this finding also addresses the third question, as 

the model results can serve as a basis for developing more strategic stock and 

pricing management recommendations for businesses. A summary of the 

performance of all classification models is presented in Table 3. 

 
Table 3. Performance Summary of 10 Classification Models 

Model Category Accuracy 
Precision 

(1) 

Recall 

(1) 

F1-Score 

(1) 

Naive Bayes Classic 81% 0.65 0.77 0.71 

SVM Classic 87% 0.79 0.77 0.78 

K-Nearest Neighbors Classic 86% 0.80 0.71 0.76 

Random Forest Classic 92% 0.87 0.87 0.87 

Decision Tree Classic 88% 0.79 0.83 0.81 

XGBoost Modern 91% 0.85 0.84 0.84 

LightGBM Modern 92% 0.87 0.85 0.86 

CatBoost Modern 91% 0.85 0.83 0.84 

Extra Trees Modern 91% 0.86 0.85 0.85 

MLP (Neural Network) Modern 89% 0.84 0.80 0.82 

Source: Author’s Processed (2025)     

 
Discussion 

The results of the correlation analysis indicate a significant positive 

relationship between the number of ratings and sales, with a correlation coefficient 

of 0.29, and between the number of reviews and sales, with a correlation coefficient 

of 0.26. This finding is consistent with the research of Wu et al. (2025), which states 

that product reviews and ratings have a significant impact on sales, where higher 

customer interaction (through reviews and ratings) increases product sales. 

Conversely, price and ratings show a negative correlation with sales, indicating that 

higher prices tend to reduce sales, as found by Zhang & Yang (2023). These results 

suggest that, in the context of e-commerce, user interaction factors, as reflected in 

reviews, are stronger in influencing purchasing decisions compared to price or 

product ratings alone. 

The modeling process using ten classification algorithms, including Naive 

Bayes, SVM, KNN, Decision Tree, Random Forest, XGBoost, LightGBM, 

CatBoost, Extra Trees, and MLP Neural Network, showed that ensemble algorithms 

such as Random Forest, LightGBM, and Extra Trees provided the best performance 
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with accuracy above 91% and balanced F1-score for the "best-selling" class. This 

finding is in line with the results of research by Chaube et al. (2025), which 

emphasized that ensemble-based models, such as Random Forest and boosting 

models such as LightGBM, are more effective in handling complex data and 

interactions between variables, which are very relevant in the context of e-

commerce. Wu et al. (2025) also confirmed that ensemble algorithms provide better 

results in sales prediction than classical models. 

Furthermore, these results also show that the SVM and Naive Bayes models 

perform lower, especially in identifying best-selling products, with f1-scores for the 

"best-selling" class of 0.71 and 0.78, respectively. This suggests that classical 

algorithms are less effective in handling imbalanced data, which is common in e-

commerce datasets (Oancea, 2023). 

Based on the analysis and prediction model results, several managerial 

strategies can be identified to improve product management in e-commerce, 

particularly in the beauty product category. These strategies are formulated based 

on the strategic management process, as outlined by Wheelen and Hunger, which 

encompasses the stages of strategy analysis, formulation, implementation, and 

evaluation (Khalif & Slim, 2024). The following table summarizes the suggested 

strategies, implementation steps, the person responsible for each strategy, and the 

relevant monitoring and evaluation plan: 

 

Table 4. Summary of Strategy Recommendations from Findings 

Strategy 

Formulation 

Strategy 

Plan 

Strategy 

Implementation 

Person In 

Charge 

Monitoring & 

Evaluation Plan 

Previous 

Journal 

Price Price 

adjustme

nt for 

best-

selling 

products 

1. Dynamic pricing 

based on market 

and demand data 

Marketing 

Team - 

Pricing 

Strategy 

Monitoring 

market price 

changes and 

consumer 

response 

(Nie et al., 2024; 

Poláček et al., 

2024; C. Zhang 

et al., 2023) 

 
2. Implementation 

of price bundling 

with other products 

Finance 

Team - 

Discount 

Management 

Profit margin 

monitoring after 

bundling 

(Hemmati et al., 

2023; Nie et al., 

2024; C. Zhang 

et al., 2023) 
 

3. Implementation 

of discount pricing 

strategies based on 

seasonality and 

trends 

Marketing 

Team - 

Seasonal 

Campaigns 

Measuring the 

impact of 

discounts on sales 

and profits 

(Guo & Mai, 

2024; Ni, 2023; 

Rios & Vera, 

2023; Trapero et 

al., 2024) 

Rating Increase 

product 

rating 

with 

positive 

feedback 

1. Encourage 

customers to leave 

positive reviews 

Marketing 

Team - 

Customer 

Communicat

ions 

Sentiment 

analysis of 

product reviews 

(J. Li et al., 2024; 

Y. Wu et al., 

2024; B. Zhang 

et al., 2024) 

 
2. Provide 

incentives for 

positive reviews 

Marketing 

Team - 

Loyalty 

Programs 

Evaluate the 

impact of 

incentives on 

rating 

improvement 

(Y. Wu et al., 

2024; B. Zhang 

et al., 2024; C. 

Zhang et al., 

2023) 
 

3. Develop 

campaigns to 

Communicat

ions Team - 

Social Media 

Customer 

conversion and 

(Henderi et al., 

2023; B. Zhang 

et al., 2024; C. 
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Strategy 

Formulation 

Strategy 

Plan 

Strategy 

Implementation 

Person In 

Charge 

Monitoring & 

Evaluation Plan 

Previous 

Journal 

promote high-rated 

reviews 

engagement 

analysis 

Zhang et al., 

2023) 

Total Rating Focus on 

high-

rated 

products 

1. Promote high-

rated products 

through targeted 

advertising 

Marketing 

Team - 

Social Media 

& 

Advertising 

Measuring 

conversion and 

upselling of 

products 

(Y. Wang & 

Zhang, 2023; J. 

Wu et al., 2024; 

B. Zhang et al., 

2024) 
 

2. Offer high-rated 

products on the 

main page or 

banner 

Marketing 

Team - 

Website 

Management 

Analyzing traffic 

and customer 

engagement 

(Henderi et al., 

2023; Y. Wang 

& Zhang, 2023; 

J. Wu et al., 

2024) 

Total Review Increase 

the 

number 

of 

reviews 

to 

strengthe

n 

consumer 

trust 

1. Implement 

features that make 

it easy for 

customers to write 

reviews 

IT Team - 

Feature 

Development 

Analyzing feature 

usage and its 

impact on reviews 

(Henderi et al., 

2023; Y. Wu et 

al., 2024; B. 

Zhang et al., 

2024) 
 

2. Organize 

contests or 

giveaways to 

increase the 

number of reviews 

Marketing 

Team - 

Promotion 

Programs 

Evaluating the 

effectiveness of 

giveaways in 

gathering reviews 

(Y. Wu et al., 

2024; B. Zhang 

et al., 2024; C. 

Zhang et al., 

2023; Q. Zhang 

& Xiao, 2024) 
 

3. Provide a loyalty 

program to 

encourage 

customers to leave 

reviews 

Customer 

Service 

Team - 

Engagement 

Measuring the 

number of new 

reviews from 

loyalty programs 

(Y. Wu et al., 

2024; B. Zhang 

et al., 2024; Q. 

Zhang & Xiao, 

2024) 

Stock Guarante

e the 

availabili

ty of 

best-

selling 

products 

1. Increase stock of 

best-selling 

products based on 

demand prediction 

Operations 

Team - Stock 

Management 

Monitoring 

product inventory 

and demand 

(Mahin et al., 

2025; Trapero et 

al., 2024; C. 

Zhang et al., 

2023) 
 

2. Optimize stock 

management using 

a just-in-time 

system 

Operations 

Team - 

Supply 

Chain 

Management 

Monitoring the 

effectiveness of 

just-in-time 

systems 

(Hou et al., 2024; 

Mahin et al., 

2025; Yang et 

al., 2024; C. 

Zhang et al., 

2023) 
 

3. Stock 

adjustment based 

on seasonal trend 

analysis and 

promotions 

Operations 

Team - 

Inventory 

Management 

Real-time stock 

analysis and its 

impact on sales 

(Guo & Mai, 

2024; Rios & 

Vera, 2023; 

Trapero et al., 

2024; B. Zhang 

et al., 2024) 

Source: Author’s Processed (2025)    

 

Based on the results of this study, several strategic recommendations can be 

put forward. In terms of pricing, dynamic price adjustments based on market data 

and demand can help improve product competitiveness. Bundling pricing and 

discount pricing strategies, based on seasonal trends, can also be implemented to 
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increase sales volume, in line with the findings of Zhang & Yang (2023) and Nie et 

al. (2024), which demonstrate the effectiveness of bundling pricing in influencing 

consumer purchasing decisions. Regarding ratings and review volume, it is vital to 

encourage customers to leave positive reviews and utilize incentives to increase the 

number of reviews. Campaigns promoting high-rated reviews can also improve 

product visibility on the platform, as suggested by Wu et al. (2025) and Zhang et 

al. (2024). On the inventory side, ensuring the availability of best-selling products 

through efficient stock management systems, such as using just-in-time systems 

and seasonal trend analysis, can help reduce the risk of stockouts and improve 

operational efficiency (D. Li et al., 2023; Yang et al., 2024). The marketing strategy 

proposed in this study is based on Kotler and Keller’s marketing principles and is 

empirically supported by Gonen et al. (2024), who highlight that value-based 

pricing, product portfolio alignment, and loyalty-focused offerings drive customer 

retention and profitability (Gonen et al., 2024). 

 

Conclusion 

This study identifies factors influencing the sales success of beauty products 

on Tokopedia using a machine learning-based classification approach. The results 

show that the number of ratings and reviews has a significant positive effect on 

sales, while price and rating show a negative correlation. Algorithms such as 

Random Forest, LightGBM, and Extra Trees demonstrate an accuracy of greater 

than 91% in predicting best-selling products, providing a basis for data-driven 

managerial strategies. This study recommends strategies for dynamic pricing 

adjustments, rating enhancements, and data-driven inventory management to 

improve operational efficiency and product competitiveness. 

However, this study has limitations. The data is limited to the Tokopedia 

platform and the beauty product category, which restricts the generalizability of the 

results to other platforms or product categories. Additionally, comparisons with 

regression models or alternative approaches have not been conducted. External 

variables such as promotions and seasonal factors have not been incorporated into 

the model. 

For future research, it is recommended to expand the scope of the analysis 

by including various product categories and other e-commerce platforms, as well 

as considering external variables that influence product sales success. The 

development of deep learning-based models and the use of temporal data can also 

improve prediction accuracy and provide valuable insights into product 

management in e-commerce. 
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